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In this work, the possibilities for improving the accuracy of thermodynamic databases based on
kinetic simulations are explored. With a new model for the simulation of precipitation kinetics in
multi-component alloys, calculations are performed with all unknown parameters of the simu-
lation obtained from independent thermodynamic and kinetic databases. Since no fitting
parameters are used, the simulations are considered as having ‘predictive character�. The cor-
responding methodology is outlined. Based on the comparison of the predicted precipitation
kinetics and experimental information, the potential for improving the accuracy of thermody-
namic databases is explored.
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1. Introduction

The assessment of thermodynamic data for application in
computer simulations is commonly based on the knowledge
of the amount and composition of individual phases in
thermodynamic equilibrium. Together with basic thermo-
physical data, such as single phase enthalpies, specific heat
capacities, and enthalpies of solution, parameters are
obtained from least-squares optimization that describe the
Gibbs free energy of the individual phases and, thus, the
thermodynamic equilibrium state of multi-component multi-
phase systems. Computer simulation of multi-phase equi-
libria, so-called ‘computational thermodynamics�, as well as
simulation of phase transformation kinetics are standard
tools in materials development and research nowadays.[1]

In recent times, computational thermodynamics has been
coupled with theoretical models for the kinetics of phase

transformations, utilizing the multi-component chemical
driving forces and potentials from thermodynamic engines.
A prominent approach of this kind is realized in the software
package DICTRA.[2] The thermodynamic data needed in the
kinetic model is obtained directly from the thermodynamic
engine of the software ThermoCalc.[3] Based on the local
thermodynamic equilibrium hypothesis together with the
solution of the long-range diffusion problem surrounding
the moving phase boundary, the kinetics of diffusion-
controlled phase transformations can be simulated.

More recently, an alternative approach has been devel-
oped,[4,5] which describes the evolution of precipitates in
multi-component, multi-phase systems based on the
thermodynamic extremal principle of maximum entropy
production.[6-8] Since this new model is based on a mean-
field representation of the precipitation problem, it is
particularly useful in complex systems where the numerical
solution of the classical moving boundary problem becomes
increasingly difficult.

One of the major features of the new model is that the
thermodynamic forces are formulated in terms of chemical
potentials only and no information on thermodynamic
equilibrium is processed in the kinetic simulation. The
evolution of the system is solely determined by the
thermodynamic extremal principle. The kinetic pathway
towards the final equilibrium state can proceed through
numerous metastable states. Another feature is that the
simulations can be performed without arbitrary fitting
parameters. The necessary input data for the simulation
are entirely derived from thermodynamic and kinetic
databases, which have been assessed in independent exper-
iments.

One of the prerequisites for accurate kinetic simulations
is accuracy of the thermodynamic and kinetic input data.
Since the kinetic pathway of the simulation can be far away
from thermodynamic equilibrium, knowledge of the Gibbs
free energy must be accurate over the entire compositional
range. Unfortunately, precise thermodynamic data for
hypothetical states of pure compounds; for instance, fcc-
iron at room temperature, are often not readily accessible by
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experiment. Nevertheless, their numerical values need to be
defined for computational reasons. In practice, these
parameters are frequently estimated from some theoretical
consideration, e.g., lattice stabilities obtained from first-
principle calculations.[9] However, sometimes they are
simply guessed.

The problem of accurate data for hypothetical states is
schematically illustrated in Fig. 1. Consider a phase a
consisting of the two components A and B. From exper-
iment, thermodynamic quantities, such as solution enthal-
pies, are measured to obtain a description of the Gibbs
energy of this phase. However, experimental data is available
only in a limited composition range, because, in equilibrium,
this phase a only dissolves a certain amount of B. On
performing a thermodynamic assessment by least-squares
fitting of the experimental data, different curves can give a
good representation of the results. All of these describe the
equilibrium properties of the compound well. For thermo-
dynamic equilibrium calculations, the chosen extrapolation
into the metastable region will have little or no effect.

Now consider a situation where this phase a precipitates
from a solid solution with 99% B atoms and 1% A atoms.
Due to kinetic reasons, in the initial stages of the reaction,
the precipitates are highly enriched in B with a composition
indicated by the grey bar in Fig. 1.

In this case, the shape of the curves in the extrapolation
to the B-rich side is essential and the results of kinetic
simulations will strongly depend on the choice of extrap-
olation.

When looking at this problem from the opposite
direction, however, proper kinetic simulations provide a
huge potential for assessing and improving these unknown
parameters. Given the availability of a ‘predictive� model for
describing the kinetic process, e.g., the nucleation and
growth of precipitates, thermodynamic parameters can be
optimized even in non-equilibrium regions. This aspect is
discussed in the following sections based on two recent
examples of application of the new precipitation kinetics
model to heat treatments of steels. Beforehand, the model is
outlined and it is demonstrated how the necessary input
parameters for the kinetic simulation can be obtained from
thermodynamic and kinetic databases. No real thermody-
namic assessment is carried out in this paper, but the
potential for doing so is emphasized.

2. The Kinetic Model

The model for simulation of precipitation kinetics that is
applied in this work consists of twomajor parts, i.e., a module
for precipitate nucleation and a module for the evolution of
the radius and chemical composition of the precipitates.
These have been described in detail elsewhere.[10,11] The
models are implemented in the software MatCalc.[12]

It is important to emphasize that the following simula-
tions are performed without any of the classical fitting
parameters, such as interfacial energy and/or nucleation site
density. All input quantities are determined from either the
microstructure of the material or from the thermodynamic
and kinetic databases. Since the latter parameters have been
determined from independent experiments, the present
simulations are considered as having ‘predictive character�
at least within the accuracy of the experimental information
and the theoretical models.

2.1 Precipitate Nucleation

Precipitate nucleation in solid-state systems can be con-
veniently described by classical nucleation theory (CNT).
Accordingly, the transient nucleation rate J is given as[13]

J ¼ Z��NC exp ��G�

kT

� �
exp � �

t

� �
¼ JS exp � �

t

� �
ðEq 1Þ

where JS is the steady state nucleation rate, Z is the Zeldovich
factor, b* is the atomic attachment rate, NC is the number of
potential nucleation sites, dG* is the critical nucleation
energy, k is the Boltzmann constant, T is the absolute
temperature, t is the time and s is the incubation time.

For application to multi-component systems, the math-
ematical formulation has recently been extended.[4,10]

Table 1 summarizes the multi-component expressions for
nucleation as used in the present study.

When analyzing the equations in Table 1, it is recognized
that all parameters (including the interfacial energy) for
evaluation of the nucleation rate J are given quantities. The
methodology for estimating the interfacial energy c is
presented later.

2.2 Evolution of Radius and Composition of Precipitates

Once a precipitate has nucleated, further evolution of its
radius and chemical composition is evaluated with the novel
model for precipitation kinetics in multi-component multi-
phase systems described by Svoboda et al.[4] and Kozesch-
nik et al.[11] Basis of this model is a mean-field formulation
of the precipitation problem and application of the thermo-
dynamic extremal principle of maximum entropy produc-
tion. Accordingly, the total Gibbs free energy (G ) of a
system with m precipitates and n components is expressed as

G ¼
Xn
i¼1

N0i�0i þ
Xm
k¼1

4��3k
3

�k þ
Xn
i¼1

cki�ki

 !
þ
Xm
k¼1

4��2k�k

ðEq 2Þ

N0i and l0i are number of moles and chemical potential of
component i in the matrix; lki and cki are the chemical

Fig. 1 On the difficulty in extrapolating thermodynamic data
into metastable regions
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potential and the concentration of component i in the
precipitate k; qk is the radius; ck is the interfacial energy; and
kk takes into account elastic and plastic energy contribu-
tions. It is then assumed that three dissipative processes are
operative during growth of the precipitate. These are: (a)
diffusion inside the precipitate, (b) diffusion in the matrix
and (c) interface movement. Application of the extremum
principle leads to evolution equations that describe the
change of the radius and of the mean chemical composition
of each single precipitate on the basis of a linear system of
equations. The development of the entire system is obtained
by numerical integration of these evolution equations as
described in Ref 5.

2.3 Evaluation of Interfacial Energies

In simulation of nucleation and growth of precipitates,
the interfacial energy c and the effective driving force F
play dominant roles. These quantities appear in the
numerator and denominator of the CNT expression for
the critical nucleation energy DG* in cubic and quadratic
form (see Table 1), which itself is in the exponent of the
expression for the steady state nucleation rate JS. In
contrast to F, which is frequently well known from
thermodynamic databases, c is not accessible by direct
experimental measurement and it is therefore often
considered as a fitting parameter.[14]

In the present work, the attempt is made to determine all
input parameters of the kinetic simulation from independent
sources. Thus, c is determined from an extended formula-
tion of the ‘nearest-neighbor broken-bond� model (see
Fig. 2), which has been introduced by Becker[15] and
Turnbull.[16] Accordingly, based on the assumption of
pairwise bonding between neighboring atoms, c can be
related to the solution enthalpy DEsol of the precipitate with:

� ¼ nS � zS

N � zL
��Esol ðEq 3Þ

where zL is the number of nearest neighbors per atom, zS the
number of broken bonds across the interface per atom. nS

denotes the number of atoms per m2 interface and N is the
Avogadro constant. In an fcc lattice, the values determined
by the structure of the crystal lattice are zS = 4 and zL = 12.
Esol is computed from standard thermodynamic databases
with:

�Esol ¼
@H

@fP
ðEq 4Þ

where H denotes the molar system enthalpy and fP is the
precipitate phase fraction.

3. Results and Discussion

3.1 How ‘Predictive� Can Kinetic Simulations Be?

In a recent thesis,[17] the above described methodology
for a ‘predictive� precipitation kinetics simulation has been

Table 1 Expressions for multi-component precipitate nucleation

Quantity Description Value Comment

Z (dim.less) Zeldovich factor �1
2�kT

@2�G
@n2

���
n�

h i1
2

n, number of atoms in the nucleus

b * (s)1) Atomic attachment rate 4���2

a4�

Pn
i¼1

cki�c0ið Þ2
c0iD0i

� ��1
q*, radius of critical nucleus

a, atomic distance

X, molar volume(*)

cki, c0i, element concentrations in precipitate/matrix(*)

D0i, diffusivities in matrix

DG* (J) Critical nucleation energy 16�
3

�3k
F2 F, effective driving force

c, interfacial energy
q* (m) Critical radius 2�k

F

s (s) Incubation time 1
2��Z2

(*) Quantity is defined with respect to substitutional element fractions, see Ref. [4]

Fig. 2 Matrix-precipitate interface in the ‘nearest-neighbor
broken-bond� model. In this 2D example, zL = 6, zs = 2
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applied to a number of alloy systems. The simulations
included binary alloys such as Fe-C and Fe-Cu as well as
complex systems, such as 2 1

4 Cr steels and 9-12% Cr steels.
In several instances, it has been found that experiment and
prediction are in good agreement. In some instances, it has
been necessary to adapt some of the thermodynamic
parameters to correctly represent the experimentally deter-
mined equilibrium state.[18] One of the conclusions has been
that in systems where the thermodynamic data is well
established, ‘predictive� kinetic simulations can be per-
formed with good success. In systems where the thermo-
dynamic data is less accurate (e.g., in some types of tool
steels[19]), the kinetic simulation is also inaccurate and the
predictions do not correspond to the experimental finding.

Figure 3 presents the results of a simulation of the
evolution of precipitates in the 9% Cr-steel CB8 (from the
European COST 522 action) together with some experi-
mental data points from Ref. [20]. The thermodynamic and
kinetic input data for this simulation are taken from the
TCFE3 database[21] and the mobility database of the
software DICTRA.[2] The chemical composition of this
steel is summarized in Table 2.

To compensate for inaccuracies in the thermodynamic
data of Laves phase, the description of this phase had to be
modified slightly. This was necessary to match the predicted
and measured Si-content of these precipitates.[17] Still, in
kinetic simulations, the predicted interfacial energy of Laves
phase had to be decreased by 25%. It is important to
emphasize that these were the only modifications that had to
be made to obtain accordance between the present simula-
tion and experiment. All details for this kind of simulation
are described in Rajek.[17]

The first graph in Fig. 3 shows the temperature profile
applied in experiment and simulation. It consists of the
cooling phase after casting, austenitization, and multiple
annealing cycles. The middle and lower graphs summarize
the evolution of the phase fractions and mean radii of the
individual precipitate populations. The experimental points
represent the mean experimental radii weighted by the
precipitate volume.

This example demonstrates that even in highly complex
alloys and with multi-stage heat treatments, the quality of
the simulations can be excellent, provided that the thermo-
dynamic equilibrium and mobility data are of sufficient
accuracy. Under these circumstances, the ‘predictive�
potential of the kinetic simulations can be utilized to
improve thermodynamic data outside the well-known
regions of thermodynamic equilibrium.

3.2 How Sensitive Are Kinetic Simulations to Variations in
Thermodynamic Data?

On recalling the expressions for the critical nucleation
energy DG* and the steady state nucleation rate JS, we have:

�G� � �3

F2
and JS � exp ��G�

kT

� �
ðEq 5Þ

Since the interfacial energy c occurs in cubic form and the
driving force F occurs in quadratic form, and both appear in
the exponent of the steady state nucleation rate JS, F or c are

very sensitive parameters to the nucleation kinetics and even
small variations can have tremendous impact. If the critical
nucleation energy DG* is in the order of kT or is even higher,
nucleation is strongly retarded or completely suppressed.

It is important to emphasize that, in the present work,
both quantities are closely related and they are evaluated
from the same thermodynamic database. However, when
investigating the physical origin of these quantities, it
becomes clear that the (chemical part of the) driving force
Fchem is related to the Gibbs free energy of the precipitate
phase, with:

Fchem ¼
X
i

X �
i �

mat
i � G�

m ðEq 6Þ

where as the interfacial energy c is related to the enthalpy of
solution according to Eq 4. The index i denotes the number
of components, Xi

a is the mole fraction of element i in the
precipitate and li

mat is the chemical potential of element i in
the matrix. Entropy does not occur in the expression for c,
because entropy is neglected in the derivation of this
relation due to the assumption of an infinitely narrow
precipitate/matrix interface. Within reasonable limits, c and
F can thus be adjusted independently.

Table 2 Chemical composition of the steel CB8 used
in the heat treatment simulation

Al C Co Cr Mn Mo N Nb Ni Si V

wt.% 0.028 0.17 2.92 10.72 0.20 1.40 0.0319 0.06 0.16 0.27 0.21

Fig. 3 Kinetic simulation of the precipitate evolution during
processing of a 9% Cr-steel for power plant application. R, pre-
cipitate radius, f, phase fraction, T, temperature
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3.3 Evaluation of Extrapolated Thermodynamic
Parameters: Cementite Precipitation in Fe-Si-C
Austenite

In this section, the potential for improvement of the
thermodynamic parameter G(CEM,Si:C) of the metastable
(FeSi)3C compound is investigated. ‘CEM� stands for the
cementite phase and the parameter notation is oriented on
the standard notation for CALPHAD-type thermodynamic
databases.[22] G(CEM,Si:C) describes the Gibbs energy of a
hypothetical Si3C compound with orthorhombic cementite
structure.

It is well known that silicon is virtually insolvable in
cementite and, therefore, the thermodynamic interaction
between Si and C in the orthorhombic cementite structure is
not directly accessible by experiment. Consequently, since
Si does not occur in cementite in equilibrium, Si is usually
omitted in the thermodynamic modeling of this phase.
However, when analyzing the initial stages of cementite
precipitation at lower temperatures, it is found that cement-
ite nucleates and grows with a chemical composition of
substitutional elements that is close to that of the parent
matrix.[23] This special relationship is usually denoted as
para-equilibrium.[24]

When dealing with situations where Si occurs in cement-
ite in significant amount, such as para-equilibrium nucle-
ation, the parameter G(CEM,Si:C) is essential because Si
increases the Gibbs energy of the precipitate and, thus,
significantly retards the precipitation of cementite.[25,26]

Recently, this parameter has been estimated ‘by a trial-and-
error method utilizing the known phase equilibria in Fe-Si-C
and Co-Si-C�.[25] Avalue of G(CEM,Si:C) = 250,000 J Æ mol
has been suggested in this paper.

Based on this parameter, simulations of the para-equi-
librium cementite precipitation kinetics in austenite have
been performed (see Fig. 4) with the model described
previously. The simulation is based on the experimental
conditions given by Jaques et al.[27] In this work, an
Fe-1.4Mn-1.5Si-0.29C (wt.%) steel was annealed in the
intercritical range at 760 �C and then rapidly cooled to
bainite transformation temperatures between 360 and

410 �C. Cementite precipitation in the retained austenite
plates has been studied, with the carbon content of the
retained austenite observed with 0.58 wt.%. It was demon-
strated that 1.5 wt.% Si was sufficient to completely
suppress precipitation of cementite in the retained austenite
between the ferrite plates of the bainitic structure. In a
similar steel with only 0.38 wt.% Si, rapid cementite
formation was observed[27] simultaneously with the bainite
reaction.

The left graph in Fig. 4 shows the calculated TTP
diagram for para-equilibrium of cementite in austenite based
on the G(CEM,Si:C) parameter with a value of 250,000 as
suggested by Ghosh and Olson.[25] In the figure, the
experimental temperature range for the isothermal annealing
is indicated with grey bars and comparison with the
simulation shows good agreement. According to the exper-
iment, no cementite precipitation occurs in the steel with
1.5 wt.% Si, whereas rapid precipitation takes place in the
steel with 0.38 wt.% Si.

The right graph in Fig. 4 presents the results of a
simulation with a G(CEM,Si:C) value of 100,000, which
shows that this lower value of the parameter can also
reproduce the experimental finding of Ref. [27]. On repeating
the experiment for steel with intermediate Si-content, e.g.,
1 wt.%, and comparison with the predicted TTP curves, the
present methodology could provide further information for
limiting the uncertainty range of the Gibbs energy parameter
G(CEM,Si:C).

3.4 Estimation of Uncertain Equilibrium Parameters:
9-12% Cr Steels and the Z-Phase

In the second example, precipitation of the so-called
Z-phase (or modified Z-phase) in 9-12% Cr steels for power
plant application is analyzed. Z-phase occurs in many alloy
variants of this group of materials after long time of thermal
exposure.[28] It is held responsible for the deterioration of
the superior creep resistance of 9-12% Cr-steels because few
but large Z-phase precipitates gradually dissolve a high
number of small VN precipitates.[20] Simultaneously, the
strength of the material strongly decreases because the small

Fig. 4 Predicted isothermal TTP curves for cementite precipitation in the retained austenite lamellae of a bainitic Fe-1.4Mn-1.5Si-
0.29C-steel. The interaction parameter G(CEM,Si:C) is 250,000 (left image) and 100,000 (right image)
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but numerous VN precipitates effectively pin grain bound-
aries and dislocations. Z-phase in the steel CB8 (see
Table 2) has been observed in samples annealed for
16,000 h at 650 �C.[20] It has not (yet) been identified in
earlier samples.

In a recent work by Danielsen and Hald,[28] thermody-
namic parameters for the Z-Phase have been assessed. The
data reported in this reference have been included into the
thermodynamic database and simulations have been carried
out to study the precipitation kinetics of this phase in CB8 in
the course of the typical manufacturing process of cast
9-12% Cr steels. Details on the simulation parameters are
summarized in Ref. [17].

Figure 5 shows the results of the kinetic simulation with
the original data of Danielsen and Hald[18] together with a
possible modification of the data to match better the kinetic
simulation with experimental evidence. The results with the
original data are indicated with dark solid lines and the
subscript ‘org�, the modified data is represented by dark
dashed lines and the subscript ‘mod�. The light grey curves
represent data for the other precipitate phases, which are
almost unaffected by modification of the Z-phase thermo-
dynamic parameters.

Simulation with the original thermodynamic data shows
that precipitation of Z-phase occurs much earlier than
observed experimentally. Z-phase reaches its maximum
phase fraction already during heating to the first 730 �C

quality heat treatment cycle at around 80 h. In practice, the
Z-phase with such a high number density close to 1021 m)3

and a radius between 10 and 20 nm should be clearly
observable in TEM. Since this has not been the case[20] we
conclude that the original combination of interfacial energy
and driving force yields a critical nucleation energy too low
to effectively suppress precipitation of this phase during
heat treatment.

When investigating the origin of the thermodynamic
parameters and having in mind that the stoichiometry of
Z-phase in this type of steel is (CrV)2N, with equal
proportions of Cr and V, the parameter G(ZET,Cr:V:N) is
identified as the major contributor to the Gibbs energy of
this phase. ‘ZET� denotes the Z-phase. In the original
assessment,[28] a value of:

G(ZET,Cr:V:N) ¼� 349; 000þ 200 � Tþ GHSERFE

þ GHSERVVþ GHSERNN

ðEq 7Þ

has been suggested. GHSERFE, GHSERVV and GHS-
ERNN are the Gibbs energies of the reference states of Fe,
V and N at 298 K and 1 atm. In a test simulation, this
parameter is modified such that the value of the total Gibbs
energy remains unchanged at approximately 650 �C. The
enthalpy contribution has been decreased while, simulta-
neously, the entropy contribution has been increased. The
modified parameter reads:

G(ZET,Cr:V:N) ¼� 400; 000þ 255 � Tþ GHSERFE

þ GHSERVVþ GHSERNN

ðEq 8Þ

With this modification, the driving force for Z-phase
precipitation remains almost unaltered, i.e., in the order of
60,000 J Æmol)1 in the supersaturated state and 8000 J Æ
mol)1 in the state where all VN particles have precipitated,
but no significant amount of Z-phase has yet been formed.
However, the calculated interfacial energy changes from
originally 0.69-0.72 J Æm)2 to 0.77-0.82 J Æm)2.

Although the impact of this modification on the equilib-
rium phase diagram is small, the influence on the Z-phase
precipitation kinetics is enormous. In Fig. 5, the dashed
lines represent the results of the simulation with the
modified thermodynamic parameter. Now, the phase fraction
of Z-phase reaches its maximum much later, at approxi-
mately 20.000 h. Simultaneously, the VN precipitates
dissolve. The number density of Z-phase is also much
smaller and with approximately 1017 m)3 so low that
identification in TEM becomes difficult. These results are in
good accordance with the experimental observation that
Z-phase is not easy to detect and it is usually only found in
long-term annealed specimens.

An alternative strategy to optimize the Z-phase thermo-
dynamics would be to increase the value of the critical
nucleation energy DG* by decreasing the chemical driving
force F. Corresponding kinetic simulations have been
carried out and similar results to the ones presented earlier
could be obtained with a reduction in Gibbs energy of

Fig. 5 Precipitation kinetics during production of 9% Cr-steel
CB8. The images show the temperature T, phase fraction f, mean
radius R and number density N of Z-phase. Dark solid lines: ori-
ginal thermodynamic data; dark dashed lines: modified data
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5000 J Æmol)1. A value of 5500 J Æmol)1 has completely
suppressed Z-phase nucleation. However, in both of these
cases, the equilibrium phase diagram is no longer in
accordance with experimental finding.

4. Summary and Conclusions

In this paper, the potential for improving thermodynamic
databases with the help of kinetic simulations is explored.
On the basis of a recent model for the simulation of
precipitation kinetics in multi-component multi-phase mate-
rials, simulations have been performed with the aim of
determining metastable or uncertain thermodynamic param-
eters that are difficult to obtain by direct experiment. The
model is briefly outlined. The ‘predictive� character of the
modeling approach is emphasized, which means that all
input parameters of the simulation are obtained from
independent experiments, i.e., thermodynamic and kinetic
databases. Based on this model, the attempt is made to derive
estimates of thermodynamic parameters in regions that are
not easily accessible by direct experimental observation.

In a first application example, an estimate for the Gibbs
energy parameter of the metastable Si3C compound in
orthorhombic cementite structure is derived from compar-
ison of the predicted TTP diagram for cementite precipita-
tion in austenite with experimental data. Reasonable
agreement is observed with a parameter that has been
suggested in literature using a trial-and-error method. It is
shown that a smaller value of this parameter can also
represent the experimental evidence and it is concluded that
further experiment should be undertaken and compared to
the simulation to improve the estimate of this parameter.

In a second example, improvement of the thermody-
namic description of the so-called Z-phase in 9-12% Cr
steels is explored. It is shown that chemical driving force F
and interfacial energy c have different relationship to the
Gibbs energy of the phase and that both parameters can be
adjusted independently. Whereas the chemical driving force
is directly related to the Gibbs energy, the interfacial energy
is evaluated on basis of the enthalpy of solution, thus
ignoring the contribution of entropy. Adjustment of the
corresponding thermodynamic parameter for the Z-phase
can give significantly improved agreement between kinetic
simulation and experiment, while the equilibrium phase
diagram is affected only slightly by these modifications.

The strategies that are outlined in this paper demonstrate
that there is substantial potential for improving thermody-
namic assessments with the use of kinetic simulations. It
must, nevertheless, be warned that all kinetic models,
including the one used in this work, are based on
assumptions and simplifications, such as the mean field
approximation, the classical homogeneous nucleation
model, and the coherent interfacial energy model, that
introduce uncertainties into the analysis. There is always
some risk that improper application of this methodology can
also reduce the quality of thermodynamic data, i.e., if
thermodynamic data is only modified to correct shortcom-
ings of the kinetic models.
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Computer Simulations of Multicomponent Diffusional Trans-
formations in Steel, in Fundamentals and Applications of
Ternary Diffusion, G.R. Purdy, ed. Pergamon Press, New York,
NY, 1990, pp. 153-163

3. B. Sundman, B. Jansson, and J.-O. Andersson, The Thermo-
Calc Databank System, CALPHAD, 1985, 9(2), p 153-190

4. J. Svoboda, F.D. Fischer, P. Fratzl, and E. Kozeschnik,
Modelling of Kinetics in Multi-component Multi-phase Sys-
tems with Spherical Precipitates I. – Theory, Mater. Sci. Eng.
A, 2004, 385(1–2), p 166-174

5. E. Kozeschnik, J. Svoboda, P. Fratzl, and F.D. Fischer,
Modelling of Kinetics in Multi-component Multi-phase Sys-
tems with Spherical Precipitates II. – Numerical Solution and
Application, Mater. Sci. Eng. A, 2004, 385(1–2), p 157-165

6. L. Onsager, Reciprocal Relations in Irreversible Processes I,
Phys. Rev., 1931, 37, p 405-426

7. L. Onsager, Reciprocal Relations in Irreversible Processes II,
Phys. Rev., 1932, 37, p 2265-2279

8. J. Svoboda, I. Turek, and F.D. Fischer, Application of the
Thermodynamic Extremal Principle to Modeling of Thermo-
dynamic Processes in Material Sciences, Phil. Mag., 2005,
85(31), p 3699-3707

9. B.P. Burton, N. Dupin, S.G. Fries, G. Grimvall, A.F. Guiller-
met, P. Miodownik, W.A. Oates, and V. Vinograd, Using
ab initio Calculations in the CALPHAD Environment,
Z. Metallkde., 2001, 92(6), p 514-525

10. E. Kozeschnik, J. Svoboda, and F.D. Fischer, On the Choice of
Chemical Composition in Multi-component Nucleation, Proc.
Int. Conference Solid-Solid Phase Transformations in Inor-
ganic Materials, PTM 2005, Phoenix, AZ, USA, 29.5.-
3.6.2005, 2005, p 301–310

11. E. Kozeschnik, J. Svoboda, and F.D. Fischer, Modified
Evolution Equations for the Precipitation Kinetics of Complex
Phases in Multi-component Systems, CALPHAD, 2005, 28(4),
p 379-382

12. E. Kozeschnik and B. Buchmayr, MatCalc – A Simulation
Tool for Multicomponent Thermodynamics, Diffusion and
Phase Transformations. Mathematical Modelling of Weld
Phenomena 5 book 738, H. Cerjak, H.K.D.H. Bhadeshia,
Eds., IOM Communications, London, 2001, p 349–361

13. K.C. Russell, Nucleation in Solids: The Induction and Steady
State Effects, Adv. Coll. Interf. Sci., 1980, 13, p 205-318

14. J.D. Robson and H.K.D.H. Bhadeshia, Kinetics of Precipita-
tion in Power Plant Steels, CALPHAD, 1996, 20(4), p 447-460

Section I: Basic and Applied Research

70 Journal of Phase Equilibria and Diffusion Vol. 28 No. 1 2007



15. R. Becker, Die Keimbildung bei der Ausscheidung in metal-
lischen Mischkristallen, Ann. Phys., 1938, 32, p 128-140, in
German

16. D. Turnbull, Impurities and Imperfections. ASM, Cleveland,
OH, 1955, p 121–143

17. J. Rajek, Computer Simulation of Precipitation Kinetics in
Solid Metals and Application to the Complex Power Plant
Steel CB8, PhD Thesis, Graz University of Technology, 2005

18. B. Sonderegger, M. Bischof, E. Kozeschnik, H. Leitner, H.
Clemens, J. Svoboda, and F.D. Fischer, A Comprehensive
Treatment of Precipitation Kinetics in Complex Materials,
Proc. Int. Conference Solid-Solid Phase Transformations in
Inorganic Materials, PTM 2005, Phoenix, AZ, USA, 29.5.-
3.6.2005, 2005, p 811–816

19. B. Sonderegger, E. Kozeschnik, Graz University of Technol-
ogy, unpublished research, 2005

20. B. Sonderegger, Characterisation of the Substructure of
Modern Power Plant Materials using the EBSD Method,
PhD Thesis, Graz University of Technology, 2005, in
German

21. TCFE3 Thermodynamic Database, Thermo-Calc Software AB.
Stockholm, Sweden, 1992–2004

22. N. Saunders, A.P. Miodownik, CALPHAD – A Comprehensive
Guide, Vol 1, Pergamon Materials Series, R.W. Cahn, Ed.,
Elsevier, Oxford, 1998

23. S.S. Babu, K. Hono, and T. Sakurai, Atom Probe Field Ion
Microscopy Study of the Partitioning of Substitutional Ele-
ments during Tempering of a Low-alloy Steel Martensite, Met.
Mater. Trans., 1994, 25A, p 499-507

24. E. Kozeschnik and J.M. Vitek, Ortho-equilibrium and Para-
equilibrium Phase Diagrams for Interstitial/Substitutional Iron
Alloys, CALPHAD, 2000, 24(4), p 495-502

25. G. Ghosh and G. Olson, Precipitation of Paraequilibrium
Cementite: Experiments, and Thermodynamic and Kinetic
Modeling, Acta Mater., 2099, 50, p 2099-2119

26. H.K.D.H. Bhadeshia, Bainite in Steels, 2nd ed., Institute of
Materials, ISBN 1 86125 112 2 (H), 2001

27. P. Jaques, E. Girault, T. Catlin, N. Geerlofs, T. Kop, S. Zwaag,
and F. Delannay, Bainite Transformation of Low Carbon
Mn-Si TRIP-assisted Multiphase Steels: Influence of Silicon
Content on Cementite Precipitation and Austenite Retention,
Mater. Sci. Eng. A, 1999, 273–275, p 475-479

28. H. Danielsen, J. Hald, Z-phase in 9–12% Cr Steels, Internal
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